Artificial Intelligence (AI) is a broadly used term to describe computer-based technologies that employ complex logic to perform tasks. The potential applications of AI are wide in scope and pose commercial opportunities for companies. As with any opportunity, however, implementing AI can also present significant risks and requires specific governance considerations by company management and corporate boards. In some cases, management, board and organisational practices may warrant changes to adapt to AI. The cultural change and new skills sets required to maximize AI’s use within a company and boardroom can also be formidable.

Unlike conventional programs designed to perform a specific task, AI programs make inferences by analysing large data sets. Current AI applications can conduct these analyses at speeds and complexities that were previously unattainable. Cloud computing\(^1\) has brought AI to the masses, allowing companies across the globe to use huge data sets and processing power. The recent surge in AI investment is likely to continue, and companies that capture its value could develop a significant competitive advantage.

This Viewpoint is not intended to detail the technological aspects of AI implementation. Instead, it is meant to give investors an overview of how AI is used, to summarize the risks and opportunities AI offers, and to offer suggestions on how company boards can address these factors. We also provide questions that can help investors begin a dialogue with a company on AI governance.

What is AI?

*Artificial intelligence* approaches include machine learning, deep learning and robotics. Advancement of global computing power and the availability of very large data sets (“big data”) have provided the infrastructure to accelerate the adoption of AI.

*Machine learning* is a type of AI that enables programs to self-learn by identifying patterns from big data. These programs can use additional data to create a feedback loop of analysis and validation, increasing accuracy. *Deep learning* is machine learning that applies multiple analytical layers to learn and make decisions. This kind of multifaceted analysis is especially suitable for analysing intricate data such as language, sound and images.

Today, companies are using AI to transform existing business models or create new ones, to achieve greater efficiencies and productivity, and to enhance strategic decision making. Table 1 (in the Appendix) provides examples of how AI is being deployed in various industries.

Opportunities for companies using AI will continue to grow as technological capabilities improve over time—and as data scientists and company employees learn through trial and
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\(^1\) Cloud computing is defined the practice of using a network of remote servers hosted on the internet to store, manage, and process data, rather than a local server or a personal computer.
error. However, AI adoption also brings a variety of risks and challenges that company management teams and boards must be able to contend with.

The audit and professional services firm EY identifies six key areas of AI risk:

1. Algorithmic bias: If data has built-in biases, then AI will carry that bias through to the output.
2. Overestimating AI capabilities: Underlying data may have flaws that lead to misleading outcomes.
3. Programmatic errors: As with other types of computer programming, errors in the program itself may compromise the output.
4. Risk of cyberattacks: AI systems may become the target of choice for hackers.
5. Legal risks and liabilities: Legislation will likely evolve, and AI applications may no longer be compliant with frameworks such as the EU’s General Data Protection Regulation (GDPR).
6. Reputational risks: Data can be used and misused in many ways, and in some cases without the company’s knowledge.

This Viewpoint offers insight on these opportunities and threats, and explores how investors should engage with company boards on this increasingly important topic.

New opportunities – unlocking big data for competitive advantage

AI-related opportunities span industries and geographies. AI applications underpin recent advancements in autonomous driving, fintech, online retail, healthcare diagnostic and energy, among many others. For example, the app-based US insurance start-up company Lemonade is using AI to deliver 24-hour customer service and analyse customer data to provide personalized quotes. Other insurance applications are improving risk underwriting and fraud detection. In radiology, Siemens is developing AI imaging programs that can improve detection rates of potential malignancies.

Darktrace is another example of AI use: The popular cybersecurity defence platform uses AI to continuously monitor clients’ systems and improve the recognition of cyberthreats over time. Google uses “DeepMind” to monitor its data centres and improve energy usage.

Underpinning these applications are huge data sets that enable AI to analyse, interpret and learn. Access to these often-proprietary data sets is increasingly viewed as a strategic imperative by companies looking to leverage AI. Early AI adopters may gain competitive advantages by developing or acquiring these data sets, while gaining essential experience in real-world applications before competitors do.

AI Can Drive Better Decisions

AI can also enhance companies’ decision making. The US company Salesforce uses a version of its proprietary AI, named Einstein, to analyse and answer questions on company
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3 EY Center for Board Matters: https://www.ey.com/en_gl/board-matters
performance in executive meetings. One advantage of this approach has been the ability to distinguish trends in actual company data from organisational politics. In this role, AI can help address biased decision-making by adding a new layer of insight and validation to the boardroom.

As businesses become more complex and change becomes more rapid, it is challenging to evaluate all of the available information and make good decisions. AI can assist in this by offering directors insights into areas such as determining how capital should be allocated. For example, AI can give directors a better perspective on competitor trends, such as the expansion of manufacturing facilities, and it can systematically scan the news for new product launches.

Early adoption of AI can be financially rewarding: According to a McKinsey Global study, “early AI adopters that combine strong digital capability with proactive strategies have higher profit margins and expect the performance gap with other firms to widen in the next three years.”

AI can be impartial under optimal conditions, but this does not necessarily make AI decisions “right.” While AI can bring a new data-driven perspective to the table, it should not replace the knowledge, accountability and diversity of views that a human board can provide.

## AI risks and challenges

AI provides new and advanced capabilities, but it also poses unique risks. Because AI is programmed by humans, it is still subject to a certain degree of human error and bias.

One key challenge with AI programs is that they can be a “black box,” making decisions where the underlying logic is not transparent or discernible to users—and sometimes even to programmers. This is because the logic programmed into the software (the algorithms), is not designed to produce an exact outcome. This lack of transparency poses significant risks to companies when AI produces an outcome that is undesirable or unexplainable.

AI’s autonomous nature poses issues when it can make decisions using personal data—especially if people are not aware that their data is being used by AI, or if they do not trust the technology. Biased data might also train AI towards biased actions. A recent example is Amazon’s AI facial recognition program, which enforced racial and gender biases learned from historical data on recruitment practices. Such biases pose risks and repercussions for companies, including the breaching of anti-discrimination regulations and data-privacy laws as well as missed marketing opportunities.

AI technologies are also exposed to hacking. These risks are compounded when companies do not have transparency in their AI’s logic and cannot detect that the program is not performing as intended. These risks may be innocuous, such as implanted bias, or at worst they may endanger human life—including cases of autonomously operated machines malfunctioning. The scale of hacking risks can be very large in the case of malicious infiltration of AI used to manage large systems and assets.
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Ethics and the use of AI

It is already apparent that AI can positively advance the world in which we live. However, AI applications are only as good as the man-made algorithms that underpin them. Poorly designed or tested AI programs can have unintended consequences. Conscious and unconscious bias can seriously impact the outcome of the AI technology. There are also examples of algorithms written to scan resumes to identify potential candidates which have a bias towards picking white men. Other uses of AI can significantly impact workers’ livelihoods, such as self-driving trucks and other vehicles. Boards will need to consider what role they should have in addressing the larger impact of their use of AI on society at large.

The use of AI and understanding the ethical implications should be a core priority for a board. The board should have proper oversight to ensure ethical considerations are engrained in the decision-making process from design through to testing and onto the audit of actual outcomes. Implementing an AI code of conduct for developers that serves as a modus operandi will assist in ensuring compliance to the company’s stated values. Within this, a whistleblowing mechanism should be present for employees to raise concerns. It is critical to ensure that company policies not only consider the human workforce but also the virtual implementation of a corporate policy. Ultimately, as the general public becomes more aware of the use of AI by industry the potential damage caused by ethical misuse of AI will increase. An ongoing review and development function of AI, which includes the board, would allow for a regular review of the tolerances and thresholds in operation. What is appropriate today, can quickly become antiquated.

How Boards Can Provide Effective AI Oversight

Boards have an important role in this new arena: ensuring that company leadership is effectively managing both the potential of AI and its organisational risks—including ethical, programming and reputational risks. It is part of a board’s fiduciary responsibility to oversee AI and its potential impact on the business. Even if AI is being used in boardrooms, it does not replace the board’s responsibility to exercise due care and loyalty—to be fully informed and make its own decisions in the best interests of shareholders and stakeholders.

A board can provide effective oversight by focusing on three key areas:

1. AI technical expertise
2. Infrastructure oversight
3. Impact to the business model, culture, and industry

Board Education and Technical Expertise

In order to provide effective oversight, directors must be educated about AI. This is not a responsibility that should be relegated to the “risk” committee of a board or some other specialised committee, because AI has far-reaching strategic—and potentially the most transformative—implications a board will face.

AI creates similar challenges in terms of cyber risk—there are many unknowns for a company and board that make constant oversight critical. All directors need to be fully informed on how AI is being used within and outside the organisation, how management
expects it to impact the firm and industry over time, and what actions management is taking to leverage AI while managing its risks.

It takes progressive and innovative thinking to determine how AI might disrupt an industry. Board committees responsible for director nominations should update their skill-set matrix to incorporate the need for technical and innovative board members—and make it an integral part of the board refreshment process. A board may have to add one or more new members with technical expertise if the opportunity to develop new talent is not a near-term one.

Boards should also consider if/when a separate technical and/or innovation committee may be necessary. For instance, some forward-thinking boards, including the New York Times and Proctor and Gamble, have already created formal Technology and Innovation Board Committees.

Boards should also reassess the current company management team to determine if it has the expertise and innovative mindset to navigate the firm through the impact of AI. If there are gaps in this expertise or mindset, the board should work with the CEO to develop a plan to acquire the necessary talent to fill them. This task should be addressed now: time is of the essence.

**Infrastructure Oversight**

With data as the backbone of AI, a board needs to understand the company’s current infrastructure, including the quality, accessibility, and security. Directors should ask management for a baseline assessment of data infrastructure, data analytics and data security. Having board members with expertise in this area should provide the opportunity to ask the right questions.

An opinion from an external technical expert may be well worth the investment to augment the board’s work. It can help identify vulnerable areas as well as areas where investment in human capital and other resources may be needed to improve the quality of the data environment and security. Without a robust data infrastructure in place, companies will be more vulnerable to making decisions based on bad data, and they may be more exposed to cyberattacks.

Diversity plays an important role in AI. Many firms are focusing on building more diverse and inclusive workforces, but the proliferation of AI makes this effort even more important. The risk of bias in using AI is high: The board must be confident that management is taking diversity and inclusion efforts seriously, and that it has a structure in place to ensure diverse AI working groups.

**Business Impact**

Directors also need to ensure management is considering the broad impact of AI on the company and industry: the implications for their business model, workforce, and ultimately the ability to sustain the business.

This effort requires both inward and outward assessments. A key component is determining how the company wants to position itself: does it want to be a leader or laggard in its industry? A leadership role will likely require investments of time and resources, but being at the forefront of AI innovation can also pay off.
In either case, directors need a solid grasp of the opportunities and risks that AI presents. From an opportunity perspective, directors should ask themselves and management how their products or services might be enhanced or transformed by AI, or how AI can improve quality, safety and decisions—and ultimately drive better profitability. American Express, for example, analyses large volumes of cardholder spending data to better target new products. To minimize losses, it seeks to identify fraudulent activity in real time by using data analytics and machine learning.

In addition to making sure visionary management is in place to manage through this transformation, boards also have to ensure that a talent management strategy is in place. Employees are starting to see how AI is transforming businesses: some workers’ jobs may become obsolete; some employees may see AI as a way to leverage their skills and contribute to the transformation. Boards have a responsibility to ensure management is effectively identifying and addressing how its labour force will evolve. They need to assess whether the right skill sets in place as well as the gaps -- what investment is needed to acquire the talent to lead the company into the future.

In summary, AI creates a significant challenge for directors and boards. It is a complex field and technical expertise is in its infancy, even as AI usage is accelerating. AI must become a standard agenda item at board meetings, and both management and boards need to acquire the right talent to help navigate the evolving landscape, capitalize on opportunities and manage risk.

**AI Questions for investor engagement**

**Qualifying the use of AI**

- Has the board assessed the use case for AI within the company and if so, what were the findings?
- Across the sector, are you aware of companies that effectively use AI systems?
- Which area of operations do you think AI could add the most value? Has this been explored?
- Do you foresee areas in which AI use could widen or enhance current revenue streams?
- How does the board keep abreast of AI developments, both in terms of AI services available and relevant legislation that could impact the company’s use of AI (GDPR for example)?

**Understanding risk & controls**

- Has management evaluated the risks associated with AI to the business? If so, can management explain the core risks and how they are measured and managed?
- What processes oversee operations using AI to ensure that the outcomes are appropriate and/or indicate potential problems?
- Have there been any cases within the company of incorrect AI outcomes, such as selection bias? Were these flagged by internal or external stakeholders? If yes, how have the cases been dealt with?
- Does the risk management process include independent oversight, and if so, how is this integrated into workflows?
- How does the company ensure effective protection of AI intellectual property assets? How often is this reviewed and have the lines of defence been tested?
- If data is purchased from an external vendor, how do you ensure the data's integrity and that it is appropriate for the use case?
- If data is collected from a global client base, how has varying regional legislation around individuals' personal data such as GDPR been managed?
- How is data privacy ensured across the organisation and how does the data oversight reporting structure communicate with senior management and the board?

**Stakeholder management**

- What has been provided to external stakeholders to provide satisfactory insight into how AI is used by the company?
- Are the systems in place to meet GDPR and other legislative requirements regarding individual's right to access data content and 'opt-out' where preferred?
- The term AI often brings operational efficiencies: How is its use communicated to employees to ensure the use case is fully appreciated?
- What training is provided to upgrade skills in the existing company workforce to allow them to assist the company with the AI journey? What are the board and management’s plans to fill the knowledge gaps?
- What data privacy training, if any, is provided to employees?

**Expertise**

- Does the board have AI/technical/innovative expertise on the board? If yes, who determines how and why person(s) are judged to be adequately skilled?
- Have they updated their skills matrix for this skill?
- How have they assessed the management team to determine if they are adequately skilled and if not, where are the gaps?
- What information the board received from management that gives them a perspective on the current AI expertise in the firm and how diversity is included?
- Is the board as a whole provided training in AI and its governance implications?
## Appendix

<table>
<thead>
<tr>
<th>Sector</th>
<th>Companies</th>
<th>Examples of applications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technology</strong></td>
<td>Baidu</td>
<td>Baidu Brain powers open AI Apollo platform</td>
</tr>
<tr>
<td></td>
<td>Google</td>
<td>Google Search, Google Translate, YouTube</td>
</tr>
<tr>
<td></td>
<td>Facebook</td>
<td>Content management on social media</td>
</tr>
<tr>
<td><strong>Autos</strong></td>
<td>Ford</td>
<td>Invested in Argo start up</td>
</tr>
<tr>
<td></td>
<td>Volkswagen</td>
<td>Co-invests with Ford created its own AI Driving unit</td>
</tr>
<tr>
<td></td>
<td>Daimler</td>
<td>Invested in Nvidia electric control units</td>
</tr>
<tr>
<td><strong>Finance</strong></td>
<td>JPMorgan</td>
<td>Treasury services and corporate payments</td>
</tr>
<tr>
<td></td>
<td>HSBC</td>
<td>Credit scoring assistance, anti-money laundering</td>
</tr>
<tr>
<td></td>
<td>UBS</td>
<td>Wealth advisory, IT platform enhancement</td>
</tr>
<tr>
<td><strong>Healthcare</strong></td>
<td>Pfizer</td>
<td>Imaging and diagnostics</td>
</tr>
<tr>
<td></td>
<td>GSK</td>
<td>Drug discovery</td>
</tr>
<tr>
<td></td>
<td>Bayer</td>
<td>Patient monitoring</td>
</tr>
<tr>
<td><strong>Consumer</strong></td>
<td>Nestle</td>
<td>Personalised nutrition</td>
</tr>
<tr>
<td></td>
<td>Amazon</td>
<td>Hiring, targeted marketing</td>
</tr>
<tr>
<td></td>
<td>Tesco</td>
<td>Mobile coupon app</td>
</tr>
<tr>
<td><strong>Utilities/ Energy</strong></td>
<td>National Grid</td>
<td>Process drone data to spot leaks and need for repairs</td>
</tr>
<tr>
<td></td>
<td>Shell</td>
<td>Reduce cost of exploration, enhance precision drilling</td>
</tr>
<tr>
<td></td>
<td>Enel</td>
<td>Identify faulty solar infrastructure</td>
</tr>
</tbody>
</table>

Source: Hermes Investment Management, *Investors’ expectations on responsible artificial intelligence and data governance*, April 2019
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